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Abstract

The strong disorder renormalization group offers a theoretical approach to
the study of the dynamical properties of local, disordered lattice models. It
has been recently applied to the problem of many-body localization, where it
provides compelling results that are in agreement with the exotic properties
found in these systems through numerical studies.
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Figure 1:

Typical phase diagram for the MBL transition. € is the energy density

of an eigenstate, which is the energy rescaled between the boundaries given by the
ground state and the anti-ground state. W is the strength of the disorder in the

lattice.
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Introduction

Non-interacting, quantum, disordered systems can give rise to the phenomenon
of Anderson localization. Such systems have been intensely studied in the last
decades, both theoretically and computationally. Their non-interacting nature
makes them tractable from a computationally point of view. In the presence of
interactions, though, the study of the phenomenon of many-body localization
presents much challenging difficulties. Most of the results known to the day
rely on computational techniques, which for quantum interacting systems are
vastly limited by the capabilities of classical computers. The systems that
are computationally tractable are too small to offer a clean interpolation to
the thermodynamic limit, experiments are difficult to realize, and theoretical
approaches able to confirm the findings of numerical simulations are extremely
valuable [5].

The one-dimensional Hamiltonians usually studied in the context of MBL
present a phase diagram similar to the one on Fig.[l} Highly excited eigenstates
follow a transition from an ergodic phase at low disorder strength to an MBL
one at higher disorder strength. In that sense, the MBL phse can be regarded
as a dynamical one, since the time evolution of a state in the system will
include regions in the Hilbert space of excited eigenstates. Some dynamical



properties of these systems are among the exotic phenomenology the the MBL
phase presents. The entanglement entropy between subsystems of a system
originally in a state with no entanglement grows extremely slowly in time, as
opposed to a linear entanglement growth that a generic system would show.
At the same time, a state that is prepared in some configuration (say of spins)
will decohere at slow rates, in contrast with usual non-localized systems. Also,
correlations after a quench travel very slowly in the system, as opposed to the
linear propagation of correlations found in generic systems quantum systems.
Many more characterizations of MBL systems are found in the literature, but
in this paper we will focus on the three presented.

The exotic properties that MBL systems present have called some attention
in the last years. On the one hand, the slow decoherence of the states sounds
appealing for quantum technologies. On the other hand, the properties found
challenge the usual conceptual picture of thermalization in a system, and they
offer an interesting field where a better understanding of the phenomenology is
needed. Although MBL systems are far from being realizable in a real material,
due to the coupling of the electrons with the phonons, there have been some
attempts to simulate them in either arrays of superconducting qubits and
ultra-cold atoms. The latter implementation was realized in Ref. [6]. In the
same respect, the computationally intractable generalization of the problem to
two dimensions was realized experimentally in Ref. [I], although this time on
a bosonic lattice.

2 The model

I will restrict this paper to the model studied in Ref. 7], i.e. an XXZ spin-1/2
(one-dimensional) chain with no external magnetic field:

JZ - - Z QZ
H= Z D) (S Siiy + 57 Sy +2448757,4) (1)

where S7 = (1/2)0” in the z-basis and ST = (6% £ i0¥)/4, and the couplings
J; and the anisotropy parameters A; are sampled from two uncorrelated prob-
ability distributions. The distribution of J; has width W and the distribution
of A; is bounded by (—1,1). The Hamiltonian in Eq. has total spin sym-
metry, which means equivalently that [H,) . S7] = 0, that the eigenstates of
H have well defined total spin, or that H applied to a state contained in a
particular total spin sector will give as a result a vector in the same sector.
Note that the J; and A; parameters can be seen as a bond between two sites,

and in particular J; will be referred to as the strength of the exchange coupling
of bond 1.



A Jordan-Wigner transformation maps the model in Eq. onto a Hamil-
tonian of spinless fermions. The parameters J; represent then hopping and
J;A; becomes an interaction parameter.

3 Strong disorder renormalization group

The strong disorder renormalization group, or SDRG, was first developed by
Daniel Fisher along three papers [2, B, [4] for the study of the dynamics of
ground states of spin chains with disorder. More recently, the same ideas
have been applied to the study of the dynamics of highly excited states on
interacting, quantum spin chains with disorder [7, 8]. We will focus on the
results of Ref. [7], although those in Ref. [§] follow very similar arguments.

3.1 Idea

The rationale behind the SDRG is as follows. Given a closed, quantum system
described by the Hamiltonian in Eq. , its time evolution is given by the
unitary operator:

e =L (i) HE+ (i 4 @)

where H is the sum of terms defined over all the bonds in the chain. If the
coupling parameters J; are drawn from a wide random distribution, then there
will be a bond at ¢ = I with a much larger coupling than those in the rest of
the system, and the Hamiltonian H can be separated in:

H=H"+H', (3)
where:
JI - - z z
H = 9 (ST Sry +SrSr +2Ar8757,,)
Ji _ _
H' =3 2 (SF S+ Si S + 20687571) (4)
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and ||H°|| > ||H"||. In such a case, the short time evolution will be dominated
by HY, as can be seen from Eq. , and only the spins I and I + 1 around
the bond I will effectively evolve, with a fast frequency characterized by the
strength of J;, which we will call 2. This approximate time evolution is
reasonable for times of the order of Q~!. For times longer than this time scale,
time-dependent perturbation theory is applied, with H' being the perturbation
around H. The fast time evolution of the spins at bond I is averaged when
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studying the new time scale, and we are left with the time evolution for the
remaining spins given by an effective Hamiltonian of the form of the original
H from Eq. . At this point, the spins I and I + 1 have been decimated.
This allows us to derive the RG rules for an RG move and to iteratively access
longer and longer time scales. Let’s look at this in some detail.

3.2 RG moves

We start with an initial state |¢), = [T41] ...). The reason for choosing an
antiferromagnetic state is both the fact that such state has a high expectation
value for the energy in the energy spectrum (see the Hamiltonian in Eq. (1))
and that the RG moves are going to simplify greatly with such choice.

The Hamiltonian H° from Eq. divides the Hilbert space in four eigensec-
tors, namely {(|1}) +[11) /v2, (1)) = [11) /V2, [11), [14)} at positions I, T+ 1.
However, the time evolution of the original state, which is a superposition of
the states (|11) +[41) /v/2 and (|1]) — [41) /v/2, will not generate contributions
in the other two sectors up to second order in time-dependent perturbation
theory. The detailed treatment of perturbation theory, which is long and te-
dious, can be matched term by term to the time evolution given by an effective
Hamiltonian of the form:

Ji

Hepp = Z 0 (S5 Sy + 578 +2A:S75E)
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2J1 1 —A% A; I-1°I+1| ©D
=Hrest + HI—1,1+1- (5)

The first sum in Eq. , called H,eq, is equal to the original Hamiltonian,
excluding the strongest bond and the two neighboring ones. The three re-
maining terms of Eq. , included in Hj_q 141, effectively couple the spins
neighboring the strong bond. The degrees of freedom of the strong bond (at
I) contribute through S 5, where the subindex D stands for “decimated bond”.
As seen earlier, second order time-dependent perturbation theory does not al-
low the states [11) and |]]) in positions I, + 1 to appear, and therefore that
region of the Hilbert space can be neglected. The spins in positions 1,1 + 1
therefore effectively oscillate in the subspace of |[4+) = (|11) + [{1))/v/2 and
|=) = (J11}) — |41))/v/2, where they are locked in anti-aligned configurations,
starting with [1}) = (|4+) +|—))/v2. The operator S is defined as the spin
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Figure 2:

Representation of the decimation of the strongest bond in the chain, at

site 1. Sites I — 1 and I + 2 are effectively coupled through J and A, which are
computed after a second order time-dependent perturbation theory evolution of the
original state.

operator of this degree of freedom: S% [+) = 1/2|+) and S% |—) = —1/2|-).
Note that, as discussed above, the time evolution does not generate terms
outside the subspaces |[+) and |—) for positions I and I + 1.

The effective Hamiltonian in Eq. commutes with the operator S’%, and
so the time evolution of the wave function of the system in the |+) sector and
that one in the |—) sector are completely independent (non-interacting), and
they can be studied separately. By substituting S’ZZ) by either +1/2 one gets a
Hamiltonian of the form of Eq. for the chain, plus a constant term hgf).
The sites I, I + 1 have been effectively removed, or decimated, and the spins
on sites I — 1,1 + 2 are now coupled through renormalized constants:

Jr—1Jr+1

(A .Yy

(1 + Aféz,)
Al ©)

The decimation of the strongest bond in the chain, which represents the
SDRG move, has to be applied iteratively. Since the interaction parameter is
|A;| < 1, the different A’s obtained in the RG will flow to 0, and it is justified
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to approximate the renormalized parameters in Eq. @ by:

j Jr—1Jr41 _ Jr—1Jr41
Jr Q

~ A1 A

A= B 14 I+1 )

The process of decimating the strongest bond is represented in Fig.

3.3 Flow of the probability distribution of the pa-
rameters of the strongest bond

The RG rules for the renormalized parameters described in Eq. tell us that,
at a particular RG step, the effective strength of the coupling and interaction
parameters between the neighbor to the left of site I and to the right of site 741
are given as a function of the three couplings and interaction terms between
the four sites involved in the RG move. The parameters were at first generated
randomly from uncorrelated distributions, and so the updated parameters are
also random variables. A detailed study of the SDRG involves the probability
of, at a particular step at time ¢, finding a particular value of 2, J and A,
although it is worth noting before proceeding that the variables ¢ and €2 are
clearly not independent, but rather Q/Qy = Qt, where € is the value of €2 at
time O.

This problem was originally solved in Ref. [3] through the changes of vari-
ables: ¢ = log(Q2/J), p = —log(|A|) and T' = log(pt). The resulting prob-
ability distribution, P((, ;") follows a time evolution given by the integral
equation:

E;J; = (ZJZ + p(0;T) /000 dBr-1dBr41d¢r—1dCr+16(¢ — Cr—1 — Cr41)

(B — Br-1 — Bry1 —log(4))P(Cr—1, Br-1; ) P(Cr41, Bre1; ). (8)

Studying Eq. is beyond the scope of this paper, but it is worth noting
that such a treatment provides interesting insight on the problem, and more
precise results than the more qualitative Section [4] Furthermore, it is possible
to extract information from the dynamical fixed point of this time evolution,
i.e. the stationary solution to Eq. .

4 Results

In Ref. [7] the results are based on the analysis of Eq. (8). As mentioned in Sec-
tionSDRG, this provides very interesting results on the strong disorder MBL
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Figure 3: Depiction of the chain after some RG steps. At first the decimated sites
are nearest neighbors, but at later times they are far apart, with already decimated
pairs in between. The interface between the left and right subsystems cuts a number
of the effective bonds, which is proportional to the entanglement entropy between
subsystems.

phase. However, there is a simpler way of analyzing the SDRG procedure and
still get powerful results. This involves an inspection of time evolution of the
initial state [1)), following the decimation procedure described in Section
First, note that a key point in the SDRG is the fact that at each step the
strongest coupling J; = €2 is considered to be much bigger than the second to
strongest. This is not a strong assumption on the parameters of the system,
but rather it is the case for the distribution of the coupling constants as the
system flows to a fixed point of infinite randomness. If the system does not
flow to infinite randomness, but to a distribution of strong disorder, the error
made by the previous assumption is under control, and such an approximation
is justified. For that reason, at each time step we can consider that time scales
( Q1) much larger than the ones considered in previous iterations are being
accessed. If the ratio of € at a certain step in the SDRG procedure to its value
in the previous step is constant for different steps, then the time scales fol-
low a multiplicative recursion relation and the time scales grow exponentially,
which implies that ¢ in the time evolution is increases exponentially with RG
iterations. In other words:

t o exp(n) = n o log(Qot), 9)

where n is the RG step considered. If the ratio of the £2’s is not kept constant, it
can still be considered upper bounded due to the assumption on the coupling
constants discussed earlier in this paragraph; in that case, Eq. @ can be
considered as a bound.

Second, the physical properties of the system are controlled by the decima-
tion of pairs of sites at different times. As can be seen in Fig.[3] the decimation
occurs first between nearest neighbors, but at later times it can occur between
sites that are far apart from each other, if the sites between them have already
been decimated.

Let’s compute the evolution of the von Neumann entanglement entropy



between the left half of the system and the right half. The entanglement en-
tropy provides an interpolation of the measurement of entanglement between
situation in which pairs of qubits are maximally entangled. It can therefore
be regarded as the amount of pairs of qubits that are entangled between two
subsystems. As can be seen in Fig. 3] the interface between both subsystems
cuts a number of the effective bonds between decimated sites. Each bond
represents a pair spins that are locked and oscillating in the subspace of anti-
aligned states between the maximally entangled |[+) and |—), going through
the not entangled states |1) and |1]) (see Section [3.2). Therefore, each bond
contributes to the (time averaged) entanglement entropy between both sub-
systems by a non-zero amount .Sj,, which is smaller than the maximum 1. S,
is independent of the bond and of the RG step in which that bond was gener-
ated. We now have to count the number of such bonds for a particular time
t. It is easy to realize that at each RG step n, the decimated pair of sites is
1 among N,, — 1 remaining pairs, where N is the number of sites that have
not been decimated yet. The number of bonds going through the interface
between both subsystems at step n is proportional to the integral bounded by
a function linear in n. To be more precise, the renormalized J on the bond
that crosses the interface after a step in which the decimated bond also crossed
the interface is particularly small, due to Eq. ; therefore, the probability
of choosing this bond in the current decimation is very low, and the actual
growth of the number of bonds with step n is slower than the naive linear
one. In turn, the entanglement entropy growth across the two halves of the
system is bounded by a logarithmic growth in time, ¢, which is observed in
numerical simulations. Note that this is different from the linear growth for
generic systems. This is a striking result of the SDRG. In Ref. [7], the more
detailed calculation carried gives a growth for the entanglement entropy that
scales as log(log(Qt)), tighter than the bound proposed here.

Following arguments, it is easy to analyze the decay of the staggered mag-
netization of the original antiferromagnetic state. Every pair of decimated
spins contributes a time average of 0 to the staggered magnetization, which
is maximal for completely anti-aligned spins. At each RG step, one pair of
spins is removed form the contribution to the staggered magnetization. In the
thermodynamic limit and at long times, the contributions to the staggered
magnetization left on the system scale as 1/log®(€ot). This result is also ob-
served numerically, and is qualitatively different from the exponential decay in
the clean XXZ7 model.

Finally, the average length of the bonds between the effective spins left in
the system is proportional to the inverse of the staggered magnetization, or
to the inverse of the effective spins left. For that reason, it scales grows as
logQ(Qot). This slow propagation of correlation is in agreement with compu-



tational studies, and contrasts with the usual propagation of information in a
quantum system, which is linear in time (with an effective “light cone” given
by the Lieb-Robinson bound).

5 Conclusions

In this paper we have seen a dynamical RG approach to the problem of many-
body localization. Rather than analyzing the transition between an ergodic
and an MBL phase, the dynamical properties of an MBL phase due to strong
disorder are studied. The original study of Ref. [7] relies on the analysis of
the integral Eq. , while in this paper we rely on less detailed arguments to
reproduce qualitative results.

A logarithmic bound for the growth of the entanglement entropy between
two subsystems is found, which is in agreement to the usual numerical results
for similar systems. A 1/log(t) decay of the staggered magnetization is also
found, as well as a log(t) growth of the length of the effective bonds in the
system, results that are also in agreement with computational simulations of
similar systems.

It is interesting how the SDRG gives theoretical arguments to obtain re-
sult that are in great agreement with the numerical simulations. Numerical
simulations of quantum systems are very much constrained by the size of the
systems studied, and the results obtained are often subject to being carefully
scrutinized, since they are far from offering a reliable extrapolation to the ther-
modynamic limit. The insight that RG techniques like the SDRG can give to
problems that are otherwise intractable makes them extremely valuable.
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